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Executive Summary	  
 
This report presents major advances in progress made through the reporting period the 
CO2 sequestration training project in the Dickman field, Ness County, Kansas. 
 
We continue to investigate narrow band seismic images (41 Hz) that indicate additional 
channel features not seen in broadband data.  In this quarter we have made progress 
validating them.   
 
As part of undergraduate J. Seales training program, we have teamed up with a group in 
the Allied Geophysical Lab at the University of Houston who are making ultrasonic 
transmission measurements to estimate P and S wave speed in calibration material 
(aluminum).  In this work, time-of-flight is used to estimate wave speed, but an important 
problem is accurate picking of the P-wave first arrival times and later S-wave arrival 
times.  New methods are reported for first break picking. 
 
Looking ahead to numerical modeling based on layer models from well logs, we 
performed tests related to numerical dispersion, a kind of undesirable noise or artifact that 
develops in numerical modeling of wave fields.  We give a discussion and examples of 
how to minimize numerical dispersion. 
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Narrow-band channel interpretation	  
 
We continue to investigate narrow band seismic images (41 Hz) that indicate additional 
channel features not seen in broadband data.  As seen in Figure 1, the Mildred Schaben 3 
well (MS3) is located to the East and lies adjacent to the intersection of what appears to 
be a connecting point for two tributaries feeding toward the main channel. The Schaben 
C2 well (SC2) lies just to the West of where the now single tributary is located.  Farther 
North, notice the Humphrey 1 well (H1) lies outside the tributary and main channel. This 
gives a basis for comparison of H1 logs with others lying in or very close to the channel 
and its extension. Finally, the Elmore 2 well (E2), lies directly in the middle of the main 
channel. This is a good indicator of what log responses we should expect to see in MS3 
and SC2 if in fact the extensional channel feature is present.   
 
The cross section of Figure 1 is shown in detail in Figure 2, each well is represented by 
resistivity (RES) and gamma ray (GR) log curves across the Mississippian-Pennsylvanian 
(MP) boundary.  This reveals a succession of fining upwards sequences, typical of 
channel fill deposits (Boggs, 2006), indicated by GR as we move between MS3, SC2, and 
E2. The H1 well does not exhibit this same character in the section of log data available, 
but the sequences may be present below total depth of this well.  Notice the similarity 
within the resistivity logs of MS3, SC2, and E2. Once attention is shifted to the H1 
resistivity log, notice this well does not have the same response pattern as the others. 
 
We can see a general trend that indicated with blue arrows, showing fining upwards 
sequences that are then truncated above by a coarser member. Fine and course refer to 
sediment grain size.  If we consider these successions, it is possible to locate three main 
areas of interest. The first is located near the base of the logs where our first truncation 
occurs and is visible in each log. The second location of interest is indicated by the 
highest of the three blue dashed lines. This is where the fining upwards sequences appear 
to end and the logs begin to register events in a more oscillatory manner. The middle of 
the three blue dashed lines appears to only be present in SC2 and E2. This shows we have 
a higher energy environment moving from West to East along our wells that lie within 
the tributary and Channel.  More evidence of this is seen in the left baseline on the 
Gamma Ray Logs for the three wells that lie within the channel. There is a shift to the 
right that increases in magnitude as we move from West to East among the three wells, 
again showing the trend moving northeast is becoming cleaner and finer grained.  
 
Taken together, this information implies paleoenvironment interpretation. Remembering 
that as we move vertically along the log, we are getting younger in time, we will begin at 
the base. There are multiple fining upwards sequences that indicate flooding events, 
which allow heavier sediment to be transported and deposited. This is indicated on the 
logs with the bottom two blue dashed lines. As we reach the third blue dashed line, it 
seems as if these flooding events cease and the oscillatory motion becomes dominant, 
meaning that we have changed environments entirely. Most likely we have reached a 
point in time that is primarily showing transgressions and regressions of the shoreline at 
this specific location. Facies analysis studies conducted by KGS in Northern Kansas 
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indicates oscillatory GR behavior between shales and carbonates can interpreted as 
transgressive and regressive shoreline movements (Boggs, 2006).  
 
Three of the four wells discussed here have indications of channel stratigraphy at the MP 
boundary. By precisely locating these wells on broad- and narrowband time slices we are 
lead to the conclusion that the 41 Hz time slice contains image features likely to represent 
subtle channel features that are not visible in the broadband data. We find there is in fact 
an extension off the main channel representing an incised valley. This is indicated by the 
successions of fining upwards sequences that are exhibited by the three wells that lie in or 
very near the channel and its extension. When these wells are compared to one that lies 
outside the reaches of these features, it can be seen that the logs show different 
environments between the two groups.  
 
These interpretations coupled with previous work showing correlations between the 
narrow band data and the curvature and spice attributes allow me to determine that the 
narrow band channel feature represents a verifiable geological feature in the subsurface.  
We intend to pursuing analysis of other wells that lie farther away from both features to 
determine if the same patterns and conclusions hold.  
 
Standard deviation first arrival theory	  
 
As part of undergraduate J. Seales training program, we have teamed up with a group in 
the Allied Geophysical Lab at the University of Houston who are making ultrasonic 
transmission measurements to estimate P and S wave speed in calibration material 
(aluminum).  In this work, time-of-flight is used to estimate wave speed, but an important 
problem is accurate picking of the P-wave first arrival times and later S-wave arrival 
times.  This work is funded by Geokinetics. 
 
During a joint CO2/AGL/Geokinetics meeting, Dr. Bernhard Bodmann suggested that one 
could determine first arrivals on seismic traces by computing standard deviation of noise 
levels in the data. The method he described uses the standard deviation of the noise 
(before signal arrival) in order to quantify the amount of amplitude stand-out that will be 
considered a signal arrival, and use this to locate P-wave first arrivals. To test this we 
constructed synthetic data with 225 time samples and amplitude variations simulating 
noise followed by signal arrivals (Figure 3), and then applied the proposed method. 
 
Method: 

1. Compute noise mean 
2. Compute noise Standard Deviation 
3. Divide entire trace amplitude by noise standard deviation, call this X 
4. Correct for the calculated mean 
5. Assign a new value Y using the following criteria 

a. If -2 ≤ X ≤ 2, then Y = 0 
b. If 2 ≤ X, then          Y = 1 
c. If X ≤ -2, then        Y = -1 

6. Find first occurrence where Y ≠ 0, and this is our first p-wave arrival 
7. Correlate this specific Y to its sample number and we have the arrival time 
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The synthetic noise values were analyzed and the mean was be found to be -0.38 and 
standard deviation = ±9.85.  Figure 4 shows the ratio (X) of data amplitude and noise 
standard deviation calculated for each sample.  This quantity was used to assign Y that is 
plotted in Figure 5. When this plot is zoomed in to see the first deviation from zero, 
Figure 6, the first break can be correlated to its sample number resulting in the first p-
wave arrival time. If we then locate this sample on our wiggle plot of the values from 
Table 1, we can see there is a correct correlation with the first significant amplitude that 
would be associated with the first p-wave arrival (Figure 5).  A detail plot of this result is 
given in Figure 6 and the original data with first arrival pick overlay is shown in Figure 7.  
From this test, we concluded the method was viable. 
 
Our first test on lab data used a 100 kHz shear wave source.  When transmission 
experiments are done, it is important to know the travel time between source and receiver 
when there is no material sample between them.  This is called the direct contact time and 
is subtracted from later measurements as a correction.  Computing Y as described above 
for the direct contact data resulted in Figure 8, shown zoomed in Figure 9.  Comparison 
with manual first arrival picks of data traces showed the new picking method was able to 
consistently find the arrival as well or better than visual methods (Figure 10). 
 
Next the new method was applied to data from a real sample of aluminum.  Figure 11 
shows the Y plot using a 2-sigma threshold designed to pick up the weak P-wave arrival. 
One early non-zero Y value is thought to be a noise spike and was ignored, but we are 
working on a method that would automatically bypass such spurious noise bursts.  A 
detail plot of the P-wave first arrival is shown in Figure 12. 
 
A secondary objective was picking of the S-wave arrival in this data, an event that comes 
in after the P-arrival and it’s picking is complicated by various P and P-S (mode 
converted) events.  Since the S arrival is a large amplitude event, we were able to 
automatically pick it by using a 10-sigma threshold in the Y computation.  In this way, 
smaller amplitude P and P-S events were bypassed in favor of the high amplitude S event.  
Figure 15 shows the result of manual and automatic picking of both P and S arrivals in 
the 100 kHz aluminum data.  There is room of improvement here, perhaps a 6-sigma 
threshold would do a better job with the S-wave.  We will continue testing and improving 
this algorithm. 
	  	  
Acoustic	  finite	  difference	  modeling	  	  
	  
Looking	  ahead	  to	  numerical	  modeling	  based	  on	  layer	  models	  from	  well	  logs,	  we	  
performed	  tests	  related	  to	  numerical	  dispersion,	  a	  kind	  of	  undesirable	  noise	  or	  
artifact	  that	  develops	  in	  numerical	  modeling	  of	  wave	  fields.	  	  The	  basis	  for	  our	  test	  
was	  a	  2D	  acoustic	  finite	  difference	  modeling	  program	  in	  the	  SeismicUnix	  (SU)	  
processing	  system	  (Cohen,	  2010).	  	  Specifically,	  we	  modified	  the	  XDemo5	  tutorial	  for	  
the	  finite	  difference	  modeling	  program	  sufdmod2.	  	  This	  demo	  contained	  a	  model	  of	  
horizontal	  layers	  used	  to	  create	  an	  (x,z)	  earth	  model.	  The	  first	  step	  requires	  building	  
a	  velocity	  and	  density	  model	  by	  using	  the	  SU	  program	  unif2.	  The	  standard	  inputs	  for	  
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this	  program	  are:	  
 
unif2 < infile > outfile [parameters] 
 
where the infile, outfile and parameters are listed in table 1.  To view the constructed 
models, the SU program ximage was used with syntax 
 
ximage n1= [optional parameters] <binaryfile 
 
and all parameters are represented in Table 2.  The modeling program itself (sufdmod2) 
was then run with input for this routine is as follows: 
 
sufdmod2 <vfile >wfile nx= nz= tmax= xs= zs= [optional parameters]      
 
where the inputs and parameters are outlined in Table 3.  
	  
After	  building	  and	  running	  all	  necessary	  models,	  the	  first	  result	  can	  be	  seen	  in	  
Figure	  16.	  A	  surface	  layer	  velocity	  of	  4000	  m/s	  (lowest	  velocity	  in	  the	  model)	  was	  
used	  in	  this	  case	  resulting	  in	  strong	  numerical	  dispersion	  as	  noted	  on	  the	  plot.	  	  Such	  
dispersion	  is	  occurs	  when	  the	  distance	  between	  adjacent	  nodes	  in	  the	  numerical	  
grid	  are	  a	  significant	  fraction	  of	  the	  shortest	  wavelength	  in	  the	  simulated	  wavefield.	  	  
One	  way	  to	  reduce	  dispersion	  is	  thus	  to	  increase	  the	  lowest	  velocity	  in	  the	  earth	  
model	  as	  shown	  in	  Figure	  17	  (5000	  m/s)	  and	  Figure	  18	  (6000	  m/s).	  	  In	  each	  case,	  
reflection	  time	  from	  the	  first	  interface	  is	  smaller	  as	  expected,	  but	  we	  can	  also	  see	  an	  
accompanying	  improvement	  in	  the	  numerical	  dispersion.	  	  
	  
While	  changing	  earth	  velocities	  is	  useful	  as	  an	  illustration	  of	  dispersion,	  it	  is	  not	  
feasible	  to	  think	  of	  changing	  velocities	  in	  a	  real	  earth	  model.	  	  The	  alternative	  is	  to	  
make	  a	  finer	  numerical	  grid	  (i.e.,	  smaller	  node	  separation)	  since	  dispersion	  is	  caused	  
by	  using	  a	  grid	  cell	  size	  that	  is	  too	  large.	  	  
	  
The	  next	  task	  undertaken	  was	  to	  modify	  the	  grid,	  creating	  a	  grid	  cell	  (dx,dz)	  that	  
was	  half	  the	  original	  while	  keeping	  overall	  model	  dimensions	  the	  same.	  The	  time	  
step	  interval	  (dt)	  is	  changed	  internally	  by	  the	  program	  to	  maintain	  numerical	  
stability.	  The	  first	  attempt	  finer-‐grid	  modeling	  is	  seen	  in	  Figure	  19.	  	  
	  
The	  result	  is	  reduction	  in	  numerical	  dispersion	  and	  the	  image	  has	  become	  sharper.	  
Also,	  note	  the	  difference	  in	  scale	  on	  the	  vertical	  axis	  resulting	  in	  an	  appearance	  of	  a	  
steeper	  arrival	  slope.	  To	  refine	  this	  image	  even	  more,	  another	  attempt	  was	  
conducted	  as	  seen	  in	  Figure	  20.	  This	  time,	  the	  goal	  was	  to	  set	  dx=dz=5m.	  Again,	  
considerable	  improvement	  is	  seen	  in	  the	  image	  by	  decreasing	  the	  numerical	  
dispersion.	  	  
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Work Plan for the next quarter 
 
Geology: Previously we were focusing on mainly deep carbonate section below the karst-
modified unconformity. Next semester, we plan to focus on the application of seismic 
attributes to the fracture, lithology, and rock property interpretation/visualization of 
mixed clastic carbonate sequences. This is a current hot topic in seismic geomorphology 
and seismic sedimentology. This includes following: 
 

1. Study of lithology, sedimentary facies in the shallower sections, and geological 
interpretation on confined or intra-strata features extracted by ANT. This needs to 
merge the two sections into a single model with the help of seismic and logs, also 
overcome the software defect in zone-correlation so that the facies/lithology study 
is within the correct stratigraphic framework. 

2. Evaluate different statistical models in property gridding for clastics and 
carbonate, the efficiency of different seismic attributes to the interpretation and 
visualization of different features, such as lateral facies changes, vertical stacking 
within seismic resolution and detachability windows, structural features. 

3. Work flows: If the deep and shallow section models can be merged into a single 
property grid, we plan to try the reservoir simulator in Petrel to see if it is possible 
to pipe all steps from data interpretation/analysis, to reservoir characterization, 
finally to reservoir simulation in the same platform. This can avoid errors during 
the data transfer between systems. A complete training course on "reservoir 
characterization and simulation" work flow can be developed from this step for 
teaching purposes. 

 
Elastic modeling: Build more 1D elastic models for wells on other positions in Dickman 
I survey, then we can establish an optimal 3D elastic model. And generating pre-stack 
data to establish elastic seismic data volume by forward modeling. With the seismic data 
and the 3D velocity model, we will try elastic migration to get the subsurface image and 
to analyze footprint effect. 
 
Flow to seismic: The 1D convolutional forward modeling has demonstrated its ability to 
image major subsurface featuress quite accurately, but is too simplistic to resolve the 
complex structure. As such, a more realistic forward modeling method is needed to 
perform a more accurate comparison for detecting the CO2 change at different time 
intervals. The new method will start with the utilization of 2D full wave forward 
modeling programs in Seismic Unix. These programs are sufdmod2, suea2df and 
sufctanismod. They represent elastic/acoustic anisotropic/isotropic forward modeling via 
finite difference approximations to the appropriate wave equation. The seismograms 
generated will have all types of waves (primary reflections, multiples, direct waves, etc.) 
and thus represent a more realistic earth response. The program suea2df  includes 
anisotropy, and a shear wave velocity model is also one of input parameters for the elastic 
waves. As with convolutional forward modeling, the required parameters include the 
fluid saturated rock velocities and densities with numbers of samples in x, z direction (2D 
case), these will be kept the same as calculated by the formulas shown in the previous 
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reports.  Other parameters include source average frequency, wavelet type, etc., these will 
be up to the user’s preferences in different cases. 
 
We will continue generating the new seismic datasets by the full forward modeling at 
different time intervals. The new flow simulation model will be used which shows the 
sequestration target in the Mississippian porous carbonate. 
 
 
Ultra narrow band filtering: Work will continue toward validation of channel features 
in the 41 Hz narrow band data, and fracture indicators at 6 Hz. 
 
Cost	  and	  milestone	  status	  	  
 
Baseline Costs Compared to Actual Incurred Costs….  
 

1/1/10 – 3/31/10 Plan Costs Difference 

Federal $36,668 $26,352 $10.316 
Non-Federal $4,063 $0 $4,063 

Total $40,730 $26,352 $14,378 
Forecasted cash needs Vs. actual incurred costs 

Notes:  
(1) Federal plan amount based on award of $293,342 averaged over 8 reporting quarters.  
(2) Non-Federal plan amount based on cost share of $32,500 averaged as above.  
(3) Cost this period reflects salary for C. liner (1 mo) and J. Seales (3 mo). 
 
Actual Progress Compared to Milestones 
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 Personnel 
 
Prof. Christopher Liner is Principle Investigator and lead geophysicist.  He is a member of the 
SEG CO2 Committee, Associate Director of the Allied Geophysical Lab, and has been selected to 
deliver the 2012 SEG Distinguished Instructor Short Course. 
 
Dr. Jianjun (June) Zeng has been working exclusively on this project since Dec 2007 and is lead 
geologist.   
 
Ms. Qiong Wu is a graduate PHD student in geophysics who joined the project in January 2010 
as a research assistant. She will be funded year-round out of the project. 
                                                                                                                                                                                                                                 
Mr. Johnny Seales is an undergraduate student majoring in Geology and Geophysics. He is also a 
U.S. Army veteran, having served in Iraq. He will be funded year-round from the project. He 
anticipates earning his undergraduate degree in Dec. 2011. 
 
Ms. Jintan Li is a 3rd year PhD student in geophysics who joined the project in Aug 2009. She is 
funded by Allied Geophysical lab at this time. Her thesis will be time-lapse seismic modeling 
(4D) for conducting dynamic reservoir characterization of the Dickman Field. 
 
Tim Brown is a graduate MS student working on low frequency fracture indicators. 
 
Eric Swanson is a part-time graduate MS student working on amplitude interpretation at the Miss-
Penn unconformity.  He is a full time employee of Swift Energy. 
 

Technology	  transfer	  activities	  	  
 
A CO2 Sequestration Simulation Case Study at the Dickman Field, Ness Co., Kansas 

Christopher Liner, Po Geng, Jianjun Zeng, Heather King and Jintan Li (SPE 2011) 
 

Contributors	  
 
Christopher Liner  (P.I, Geophysics)                                            
Jianjun (June) Zeng  (Geology and Petrel Modeling) 
Po Geng   (Flow simulation) 
Ph.D. students:   Qiong Wu, Jintan Li 
MS students:   Tim Brown, Eric Swanson 
BS student:  Johnny Seales  
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Tables	  
	  

	  

 
Table 1. Input files and parameters for velocity and density models. 

 
 

 
Table 2. Input files and parameters for viewing the velocity and density models. 
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Table 3. Inputs and parameters for building the finite-difference model. 
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Figures	  
 

 
Figure 1: Narrow-band (41 Hz) ime slice showing the location of four wells used to 
interpret channel extension. Yellow arrow highlights suspected channel. 
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Figure 2. Four wells that compose our cross section line from Fig. 1. The two logs present for 
each well are Gamma on the left and Resistivity on the right.  Correlation lines (solid red and 
blue dash) and fining upward sequences (blue arrows) are shown. 
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Figure 3. Wiggle plot of synthetic data used to develop first break picking algorithm. 

 

 
Figure 4. Computed ratio of noise standard deviation to amplitude of synthetic data. 
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Figure 5. First arrival measure Y is a threshold value computed from amplitude divided by 
noise standard deviation (X).  If X lies in the interval [-2,2] then Y is assigned a value of zero, 
otherwise, Y is -1 or +1.  This is a 2-sigma statistical limit. 

 

 
Figure 6. Detail view of first arrival pick (red dash) from computed Y values. 
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Figure 7. First arrival pick displayed on original synthetic data. 

 

 
Figure 8. 100 kHz S-wave source direct contact Y plot with first arrival (red dash). 

 



Liner, U. Houston                                                                             Training: Advanced 3D Seismic Methods 

- 19 - 

 
Figure 9. Detail of direct contact first arrival pick (red dash) for 100 kHz S-wave source. 

 
 

 
Figure 11. Aluminum transmission data after standard deviation processing. 
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Figure 12. Aluminum transmission detail plot with P-wave first arrival pick (red dash). 

 
 

 
Figure 13. Aluminum data Y plot with 10-sigma threshold used for picking the high-amplitude 
shear wave arrival. 
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Figure 14. Detail of aluminum data Y plot with 10-sigma threshold used for picking the high-
amplitude shear wave arrival. 

 

 
Figure 15. Comparison of using 2-sigma versus 10-sigma threshold for first arrival picks. 
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Figure 16. Acoustic finite difference numerical dispersion study.  (a) Layered velocity model with 
surface velocity of 4000 m/s.  (b) Synthetic shot record with highlighted reflection event and 
numerical dispersion.  
 

 
Figure 17. Acoustic finite difference numerical dispersion study.  (a) Layered velocity model  
with surface velocity of 5000 m/s.  (b) Synthetic shot record with highlighted reflection event  
and numerical dispersion.  
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Figure 18. Acoustic finite difference numerical dispersion study.  (a) Layered velocity model with 
surface velocity of 6000 m/s.  (b) Synthetic shot record with highlighted reflection event and 
numerical dispersion.  

 

 
Figure 19. Acoustic finite difference numerical dispersion study with surface velocity of 5000 
m/s.  (a) Changes to numerical grid to reduce dispersion.  (b) Synthetic shot record with 
highlighted reflection event and numerical dispersion.  
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Figure 20. Acoustic finite difference numerical dispersion study with surface velocity of 5000 
m/s.  (a) Changes to numerical grid to reduce dispersion.  (b) Synthetic shot record with 
highlighted reflection event and numerical dispersion.  


